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SUMMARY

A new class of PBIB designs with four associate-classes to be
known as modified generalized rightangular designs is given. The use
of these designs as nested factorial ex periments is also discussed,

INTRODUCTION :

In this paper, the definition, analysis and application of a four
associate class partially balanced incomplete block (PBIB) designs
to be called Modified Generalized Rightangular (MGRA) designs
for v=lIsp, treatments are presented. The total v—1 degrees of
freedom (df) for treatments have been partitioned into four ortho-
gonal sets .of 1—1, 1(§—1), 1I(p—1) and 1(p—1) (s—1) degrees of
freedom, said to belong to the main effect 4, main effect B within 4,
main effect C within A4 and the interaction BC within A4 respectively.
The designs can be used as nested factorial experiments for three
factors 4, B, and C at 1, s and p levels respectively. The Analysis is
presented with this point of application in view. Several construction
methods have also been presented.

For the definitions of the statistical terms used here, refer to
Raghavarao [2].

MODIFIED GENERALIZED RIGHTANGULAR DESIGNS :

The modified generalized rightangular association scheme is
defined as follows,
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Definition 2,1. Let the v=1s5p, 1, s, p integers>1, treatments
be denoted by the triplets ocBY, a=1,2,, ,I B=1,2,...s, Y=12..,p.
Two treatments «By and «'B’y" are

(i) First associates if a=a', =’ y£Y’,
(1) second associates if a=a’, B#f’, y=Y',
(ifi) third associates if a=a’, B£P’, f#y"
(iv) and foﬁrths associates other.wise.

Clearly for this association scheme. '
m=p—1, nz=s—1; m=(p—D)s—1); ma=ps(1—1) ) ..-'...(2,2)
)

Let N be the incidence materix of a MGRA demgn,/ the latent
_roots 8y, 61, 03, 03, and 04 of the NN’ matrix with respectwe multi-
plicities g, o, 2, @3 and a4 are,

C Go=rk :
8:=r— M+ (p—1)(A1— 1)+ (s— D(A2—2a)
+(p— D(s—1)(az3—2a)
fa=r—2a+(p—1)(Ay—23) .(2.3)
fz3=r—M+(s—1)(a1—23)
fa=r—n1— (A2—23)
%=1, ty=1—1, ag=1(s—1), xa=1(p—1)/

t=1(p—1)s—1) L,, B ¥

The latent roots ¢;(i=0,1,2,3,4) with rcspectlve mult1p11c1t1es
a; of the C matrix given by

i
l

C=rl, = NN’ | (2:5)
c i ';/
Will be l/'
. . . R

S——

Analysns of MGRA desngns as nested factorials ¢

Let yijkq be the yleld of the plot in the g-th block to which the

‘\
Se

.
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ijk-th treatment is allotted, be given by

Vijkg=b+Bottirtejng -(3.1)
i=1,2...1, j=1,2...8, k=1,2,...p,g=1,2,...,b.

where - is the general mean effect, 8, the effect of the g-th block,
tix the effect of the ijk-th treatment combination and eirys are
random errors supposed ta be independent]y distributed with mean
zero and constant variance % , B, and #5 are supposed to be
fixed but unknown parameters.

‘ Consider a factorial experiment Ixsxp in three factors 4, B and

C where each of the factors B and C are nested within 4 and B and
C are crossed. If #j is the effect of the ijk-th treatment combina-
tion i.e., when A is at the i-th level, B jat j-th level and C at k-th
level, i=1,2;...1; j=1,2,...5; k=1,2,...p; then f can be written
as .

tl}k = a4+ag +a +a’bﬂ ..(3.2)

where
are fixed effects due to the factors 4,B,C {and the interaction BC
respectively,

!
. —T
~and \ R 1
"\
A— B ¢ = BC — BC —
2 % 2 %t 2 % 2 % = 2 %r =
i J .k J
for all i, j and k. 4
3

The estimates of the. various effects are given by

A= Yoo A\:{= yi"' . Y....

a Ispr ° ai‘\ spr  Ispr
k!

&\B= y[j.._y[--- ‘\

¥ pr spr

w0 — Yike _ Yio-- |

T sr spr

: i
aBC — Yiike _ Yije | Yike +_y:---
ik r .
pr sr spr
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. 1

It can easily be shown that the sum of squares due to various
effects are as follows : ‘

2’, .}'12 y2 T

i
ispr. lspr

sum of squares dueta A4 =

3 Zyh, I
sum to squares due to B = ° / -

pr spr
within 4 C

3 L2
},?k' i Yi...

sum of squares dueto C = Z —_—
sr spr (35)

within 4 i

- 2
sum of squares due to BC = Z 2 2 y"" z ..
within A pr
DPREDY -
il psr

B2 2
Block sum of squares = Z—“ o e
_ - k Ispr

where B, is the ¢-th block total. Error sum of squares =by
subtraction. )

. ,
Total sum of squares = z zzz Yiirg _-ly___ .
~STS spr

If xe, yir, ziv, Wy, i'=1’2,",'/“1’ j"-=l, 2,...a2 kl=1’2’ e @3
s'=1,2,...24 are the normalized ‘charactenstlc vectors corresponding
to the roots 01, 02, 83 and 8, of the NN " matrix, then it can easily be
shown that

J

f

f
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- 3% 7

Py= z x,'x; =S—1p—1Epp® II®ESS
i'=1

_S_lp—l l_lEpp® E11®Ess

[ 2

P2=Z y,-:y}-:-p"lEpp@ LRI,

=1t
—p—ls —IEpp® I ® Eg
SO ' . - (3.6)
Ps=z ZpZy=sL,Q LQ E,, ‘
k'=1

- rlp —lEpp ®‘I 1 ® Ess

- 73 ! . -
} wd P Wl Py PPy

— Evv -
where P,,—,v. S J

.Following Aggarwal [1] it can be proved that the sum of
squares due to A4, sum of Squares due to B within 4, sum of squares
due to C within 4 and sum of squares due to BC within :4 are
respectively k '

orPQ  OPQ QPQ Q'PiQ
’ ’ > and - ool S,
& A A 7

where Q is given by

‘ - - =0 (3.8)
Following Scheffe [3]

Analysis of variance table can be given as below

Source of variation Degrees of Sum of squares
Freedom
: b

Blocks ignoring b—1 _l_z B2 y2
treatment k -

| S - Ispr
main offect 4, ‘(.I'-—:I) \ ‘- Ao Ve  OPO

oo e \i = spr - lspr ®y

|
\
A

3
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main effect B 1(s—1) Zz Yijeo  __ Kieee =Q'£”_Q__
within 4 pr spr $q
. i j i
main effect C Y i—1) z z Vit _Z .. _ 0P
ithin A .. P ~ & sr - L spr ¢3
i 1

fnteraction BC o I(s—1) zv* Vi _ zz J’?, -
within 4 (r—1) 22 r L pr
g ST e i

on e e QPO
2§ f + Lo =" ¢: :
i

s psr
i

error Ispr—Isp—b<+1 By subtraction
Total Ispr—1 Y e P
P ; ]2 § § Yikq ISP

An example of a MGRA design in which the main effect A is
completely confounded but the other effects are unconfounded, is

_ given.
For, v=12, 1=2,2s=2, p=3 the following 12
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Theorem 4.3 In the incidence matrix of a symmetrical
BIB(p,s*,2) if we replace unity by A2 and zero by 4g then the resulting
matrix is the incidence matrix of a MGRA design with parameters,

v=Isp=b,r=p(sil—1)—r*(s—1)=k
=s(pl—2r*4+2) — (p—2r*+ 1), a=p(s]— 2) — r*(s—2)
n3=s(pl—2r¥+1)—2(p—2r*-+2),M=p(sl—2)— 2r*(s—1).
Theorem 4.4 In the incidence matrix of a symmetrical

BIB(p,r*,2), if we replace unity by 4o and zero by A, then the
resulting matrix is the incidence matrix of a MGRA design with

_parameters,

v=Isp=b,r=r*+(p=r¥)s=k
r=p+(p—2r*+1)(s— D, =(p—r*)s
rs=(p—2r*+1)s-+2(r* —A),2a=0

Theorem 4.5 1If N* is the incidence matrix of a symmetrical
BIB(p,r*,3) then N* ® A1 is the incidence matrix of a MGRA design
with parameters,

v=Isp=b,r=r*(s— )=k,
M=A(s—1),22=r*(s— 2),A3=A(s—2),Aa=0.
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